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TÓM TẮT  

Trong nghiên cứu này, nhóm tác giả đã tìm hiểu về một số mô hình mạng nơ-ron 

nhân tạo để ứng dụng vào việc nhận dạng chữ số viết tay. Mô hình được lựa chọn 

là mô hình mạng nơ-ron nhân tạo đa lớp MLP (Multi-Layer Perceptron). Mô hình 

mạng nơ-ron này là một mô hình không quá phức tạp và phù hợp để ứng dụng 

vào nhận dạng chữ số viết tay. Bên cạnh đó, mô hình mạng nơ-ron này cũng là một 

mô hình cơ bản, cho nên việc tìm hiểu mô hình này là nền tảng để nghiên cứu 

những mô hình mạng nơ-ron khác phức tạp hơn. Các tham số của mô hình như tỷ 

lệ học, chu kì học, số lớp ẩn, số nơ-ron trên mỗi lớp ẩn được khởi tạo và lần lượt 

thay đổi để tìm ra bộ thông số tối ưu với mục đích xây dựng một mô hình mạng 

nơ-ron nhân tạo đa lớp MLP. Sau quá trình huấn luyện và kiểm định, mô hình đã 

đạt được độ chính xác khá cao (95.40%). 

Từ khóa: AI, Mạng MLP; MNIST; Nhận dạng chữ số viết tay. 
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ABSTRACT 

In this paper, the authors built an artificial neural network model to recognize 

handwritten digits. The proposed model is an artificial neural network model 

called MLP (Multi-Layer Perceptron). This neural network model is not too 

complicated and suitable for application in handwritten recognition. Besides, this 

neural network model is also a basic model, so learning about this one is the 

foundation for studying other more complex neural network models The 

parameters of the model such as learning rate, epochs, number of hidden layers, 

the neuron of each hidden layers are initialized and modified to choose the optimal 

set of parameters to build a model. After training and testing process, the model 

achieved high accuracy (95.40%). 

Keywords: AI, Handwriting number recognition, MLP Network, MNIST. 
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